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Lecture 5: The quark on the Top
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THE TOP QUARK

Top quark board in the Big Bang Theory show...
Somewhat familiar to you?



THE TOP QUARK
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Top quark is heavy
- The heaviest known point-like particle; ~36 times heavier than the 

bottom quark. Any particular reason?
- Mass from Yukawa coupling in SM, strongly coupled with the Higgs 

boson. Play a significant role in the Higgs physics. 
Top quark is short lived
- Lifetime is calculated to be very short, τ~5×10–25 sec.
- It decays before hadronization –– the only “free” quark –– no bound 

states exist (ie. no mesons nor baryons with top).  

Decay to the final products without any dilution:  
allow experimentalists to access to the quark properties directly!



TOP PHYSICS AT LHC
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Precision measurement of top cross section.
- Top production rate at high center of mass energy.
Large top production rate at LHC –– A TOP QUARK FACTORY
- Use top quark as a calibration source  

(e.g., a very clean source of b-jet).
- High precision determination of top quark mass.
- Test of spin/polarization, asymmetries, etc.
- Probing electroweak couplings and top rare decays.
New physics heavier than the top quark
- Heavy new particles decay with  

(high-pT) top in the final state.

Total >10 M top quark pairs have 
been produced at ATLAS & CMS
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How heavy is the top?

Always with a b-quark?

Always with a W-boson?

How about the 
production mechanism?

How about the couplings?

isospin partner of b-quark?



TOP PRODUCTIONS
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Either STRONG or ELECTROWEAK



Christian Autermann                          SUSY searches  19.3.2007
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Three Examples: 1. Top mass measurement

Comparison of different techniques to 
associate jets to ttbar-event hypotheses

• Geometrical, based on smallest distances in ∆R

• Generator information matching via ∆R

• Using W-mass, maximizing pT(top)

• MVA discriminant, train against combinatorial 
background

• Global kinematic fit

Sebastian Naumann-Emme

e or μ and jets: ~30 %

TOP PAIR PRODUCTIONS
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Top quark pairs are produced strongly with quark-antiquark 
annihilation or gluon-gluon fusion.
- Final states are categorized by W decay products:  

dilepton/lepton+jets/all-hadronic jets

result, the most likely Higgs mass increases from the experimen-
tally excluded5 value6 of 96 to 117GeV/c2, which is beyond
current experimental sensitivity. The upper limit on the Higgs
mass at the 95% confidence level is raised from 219 to 251GeV/c2.

The discovery of the top quark in 1995 served as one of the major
confirmations of the validity of the standard model (SM)7,8. Of its
many parameters, the mass of the top quark, in particular, reflects
some of the most crucial aspects of the SM. This is because, in
principle, the top quark is point-like and should be massless; yet,
through its interactions with the hypothesized Higgs field, the
physical mass of the top quark appears to be about the mass of a
gold nucleus. Because it is so heavy, the top quark (along with theW
boson) provides an unusually sensitive tool for investigating the
Higgs field. MW is known to a precision of 0.05%, while the
uncertainty on M t is at the 3% level1. Improvements in both
measurements are required to restrict further the allowed range of
mass for the Higgs; however, given the large uncertainty in M t, an
improvement in its precision is particularly important. As has been
pointed out recently9,10, a potential problem for the SM is that, on
the basis of the currently accepted value forM t, themost likely value
of the Higgs mass6 lies in a range that has already been excluded by
experiment5. Precise knowledge of the Higgs mass is crucial for our
understanding of the SM and any possible new physics beyond it.
For example, in a large class of supersymmetric models (theoreti-
cally preferred solutions to the deficiencies of the SM), the Higgs
mass has to be less than about 135GeV/c2. Although, unlike the SM,
supersymmetry predicts more than one Higgs boson, the properties
of the lightest one are expected to be essentially the same as those for
the SM Higgs boson. Thus, if the SM-like Higgs is heavier than
about 135GeV/c2, it would disfavour a large class of supersym-
metric models. In addition, some of the current limits on super-
symmetric particles from LEP11 are extremely sensitive to M t. In
fact, forM t greater than 179GeV/c

2, the bounds on one of themajor
supersymmetry parameters, tanb, which relates the properties of the
SM-like Higgs boson and its heavier partners, would disappear
completely12. Hence, in addition to the impact on searches for the
Higgs boson, other important consequences call for improved
precision on M t, and this goal is the main subject of this paper.

The DØ experiment at the Fermilab Tevatron has studied a
sample of tt̄ events produced in proton–antiproton (pp̄) inter-
actions13. The total energy of 1.8 TeV released in a head-on collision
of a 900-GeV p and a 900-GeV p̄ is almost as large as the rest energy
of ten gold nuclei. Each top (antitop) quark decays almost immedi-
ately into a bottom b(b̄) quark and aWþ (W2) boson, and we have
reexamined those events in which one of theW bosons decays into a
charged lepton (electron or muon) and a neutrino, and the otherW
into a quark and an antiquark (see Fig. 1). These events and their
selection criteria are identical to those used to extract themass of the

top quark in our previous publication, and correspond to an
integrated luminosity of 125 events per pb. (That is, given the
production cross-section of the tt̄ in pp̄ collisions at 1.8 TeV of
5.7 pb, as measured by DØ14, these data correspond to approxi-
mately 700 produced tt̄ pairs, a fraction of which is fully detected in
various possible decay modes. Approximately 30% of these corre-
spond to the lepton þ jets topology categorized in Fig. 2, where ‘jet’
refers to products of the fragmentation of a quark into a collimated
group of particles that are emitted along the quark’s original
direction.) The main background processes correspond to multijet
production (20%), where one of the jets is reconstructed incorrectly
as a lepton, and the W þ jets production with leptonic W decays
(80%), which has the same topology as the tt̄ signal.
The previous DØ measurement of M t in this lepton þ jets

channel is M t ¼ 173.3 ^ 5.6 (stat) ^5.5 (syst) GeV/c2, and is
based on 91 candidate events. Information pertaining to the older
analysis and the DØ detector can be found elsewhere13,15.
The new method ofM t measurement is similar to one suggested

previously (ref. 16 and references therein, and ref. 17) for tt̄ dilepton
decay channels (where bothW bosons decay leptonically), and used
in previous mass analyses of dilepton events3, and akin to an
approach suggested for the measurement of the mass of the W
boson at LEP18–20. The critical differences from previous analyses in
the lepton þ jets decay channel lie in: (1) the assignment of more
weight to events that are well measured ormore likely to correspond
to tt̄ signal, and (2) the handling of the combinations of final-state
objects (lepton, jets and imbalance in transverse momentum, the
latter being a signature for an undetected neutrino) and their
identification with top-quark decay products in an event (such as
from ambiguity in choosing jets that correspond to b or b̄ quarks
from the decays of the t and t̄ quarks). Also, because leading-order
matrix elements were used to calculate the event weights, only
events with exactly four jets are kept in this analysis, resulting in a
candidate sample of 71 events. Although we are left with fewer
events, the new method for extracting M t provides substantial
improvement in both statistical and systematic uncertainties.
We calculate as a function of M t the differential probability that

the measured variables in any event correspond to signal. The
maximum of the product of these individual event probabilities
provides the best estimate of M t in the data sample. The impact of
biases from imperfections in the detector and event-reconstruction
algorithms is taken into account in twoways. Geometric acceptance,
trigger efficiencies, event selection, and so on enter through a
multiplicative acceptance function that is independent of M t.
Because the angular directions of all the objects in the event, as

 

  

Figure 1 Feynman diagrams for tt̄ production in pp̄ collisions, with subsequent decays
into an electron, neutrino, and quarks. Quark–antiquark production (a) is dominant, but
gluon fusion (b) contributes ,10% to the cross-section. This particular final state

(en̄ud̄bb̄) is one of the channels used in the analysis.

Figure 2 Relative importance of various tt̄ decay modes. The ‘lepton þ jets’ channel

used in this analysis corresponds to the two offset slices of the pie-chart and amounts to

30% of all the tt̄ decays.

letters to nature

NATURE |VOL 429 | 10 JUNE 2004 | www.nature.com/nature 639©  2004 Nature  Publishing Group

e.g. electron+jets
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A TOP PAIR CANDIDATE  
(FROM CMS)
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Figure 2: Jet multiplicity (left) in events passing the dilepton criteria, and (right) b-jet multi-
plicity in events passing the full event selections but before the b-jet requirement, for the e±µ⌥

channel. In the right figure, the hatched bands show the total statistical and b-jet systematic
uncertainties in the event yields for the sum of the tt and background predictions. The hatched
bands in the left figure show only the total statistical uncertainty on the predicted event yields.
The ratios of data to the sum of the expected yields are given at the bottom.

4 Background determination

Backgrounds in this analysis arise from single-top-quark, DY and VV events, in which at least
two prompt leptons are produced from Z or W decays. Other background sources, such as
tt or W+jets events with decays into lepton+jets and where at least one jet is incorrectly re-
constructed as a lepton (which mainly happens for electrons) or a lepton from the decay of
bottom or charm hadrons (which mainly happens for muons), are grouped into the non-W/Z
lepton category. Background yields from single-top-quark and VV events are estimated from
simulation, while all other backgrounds are estimated from data.

The DY background is estimated using the “Rout/in” method [3, 4, 24] in which the events
outside of the Z mass window are obtained by normalising the event yield from simulation to
the observed number of events inside the Z mass window. The data-to-simulation scale factor
is found to be 1.3 ± 0.4 for the e±µ⌥ channel. This value is compatible with 1.5 ± 0.5, which is
estimated using a template fit as described in [4]. For the e+e� and µ+µ� channels the factors
are found to be 1.7 ± 0.5 and 1.6 ± 0.5, respectively.

Non-prompt leptons can arise from decays of mesons or heavy-flavour quarks, jet misidentifi-
cation, photon conversions, or finite resolution detector effects whereas prompt leptons usually
originate from decays of W or Z bosons and are isolated and well identified. Backgrounds with
non-prompt leptons are estimated [25] from a control sample of collision data in which leptons
are selected with relaxed identification and isolation requirements defining the loose lepton
candidate, while the set of signal selection cuts described in section 3 defines the tight lepton
candidate. The prompt and non-prompt lepton ratios are defined as the ratio of the number of
tight candidates to the number of loose ones as measured from samples enriched in leptonic
decays of Z bosons or in QCD dijet events, respectively. These ratios, parametrized as a func-
tion of pT and h of the lepton, are then used to weight the events in the loose-loose dilepton
sample, to obtain the estimated contribution from the non-prompt lepton background in the

TOP-PAIR PRODUCTION  
CROSS SECTIONS
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The cleanest channel is eμ+b-jets, which  
suppresses the contributions from Z+jets events.

Selecting clean/isolated  
electrons and muons

Count # of b-jets for  
measuring the inclusive  
top cross sections.

4 The ATLAS Collaboration: Measurement of the tt̄ production cross-section using eµ events with b-tagged jets

Jets were b-tagged as likely to have originated from
b quarks using the MV1 algorithm, a multivariate dis-
criminant making use of track impact parameters and re-
constructed secondary vertices [39,40]. Jets were defined
to be b-tagged if the MV1 discriminant value was larger
than a threshold corresponding approximately to a 70%
e�ciency for tagging b-quark jets from top decays in tt̄
events, with a rejection factor of about 140 against light-
quark and gluon jets, and about five against jets originat-
ing from charm quarks.

Events were required to have at least one reconstructed
primary vertex with at least five associated tracks, and no
jets failing jet quality and timing requirements. Events
with muons compatible with cosmic-ray interactions and
muons losing substantial fractions of their energy through
bremsstrahlung in the detector material were also removed.
A preselection requiring exactly one electron and one muon
selected as described above was then applied, with at
least one of the leptons being matched to an electron or
muon object triggering the event. Events with an opposite-
sign eµ pair constituted the main analysis sample, whilst
events with a same-sign eµ pair were used in the estima-
tion of the background from misidentified leptons.

5 Extraction of the tt̄ cross-section

The tt̄ production cross-section �
tt̄

was determined by
counting the numbers of opposite-sign eµ events with ex-
actly one (N1) and exactly two (N2) b-tagged jets. No
requirements were made on the number of untagged jets;
such jets originate from b-jets from top decays which were
not tagged, and light-quark, charm-quark or gluon jets
from QCD radiation. The two event counts can be ex-
pressed as:

N1 = L�
tt̄

✏
eµ

2✏
b

(1� C
b

✏
b

) +Nbkg
1

N2 = L�
tt̄

✏
eµ

C
b

✏
b

2 +Nbkg
2 (1)

where L is the integrated luminosity of the sample, ✏
eµ

is the e�ciency for a tt̄ event to pass the opposite-sign
eµ preselection and C

b

is a tagging correlation coe�cient
close to unity. The combined probability for a jet from
the quark q in the t ! Wq decay to fall within the ac-
ceptance of the detector, be reconstructed as a jet with
transverse momentum above the selection threshold, and
be tagged as a b-jet, is denoted by ✏

b

. Although this quark
is almost always a b quark, ✏

b

thus also accounts for the ap-
proximately 0.2% of top quarks that decay to Ws or Wd
rather than Wb, slightly reducing the e↵ective b-tagging
e�ciency. Furthermore, the value of ✏

b

is slightly increased
by the small contributions to N1 and N2 from mistagged
light-quark, charm-quark or gluon jets from radiation in tt̄
events, although more than 98% of the tagged jets are ex-
pected to contain particles from B-hadron decays in both
the one and two b-tag samples.

If the decays of the two top quarks and the subse-
quent reconstruction of the two b-tagged jets are com-
pletely independent, the probability to tag both b-jets

b-tagN
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Fig. 1. Distributions of the number of b-tagged jets in pre-
selected opposite-sign eµ events in (a)

p
s = 7TeV and (b)p

s = 8TeV data. The data are shown compared to the expec-
tation from simulation, broken down into contributions from tt̄,
Wt single top, Z+jets, dibosons, and events with misidentified
electrons or muons, normalised to the same integrated luminos-
ity as the data. The lower parts of the figure show the ratios of
simulation to data, using various tt̄ signal samples generated
with Powheg + Pythia6 (PY), MC@NLO + Herwig (HW)
and Alpgen + Herwig, and with the cyan band indicating
the statistical uncertainty.

✏
bb

is given by ✏
bb

= ✏
b

2. In practice, small correlations
are present for both kinematic and instrumental reasons,
and these are taken into account via the tagging corre-
lation C

b

, defined as C
b

= ✏
bb

/✏
b

2 or equivalently C
b

=
4N tt̄

eµ

N tt̄

2 /(N tt̄

1 + 2N tt̄

2 )2, where N tt̄

eµ

is the number of pre-

selected eµ tt̄ events and N tt̄

1 and N tt̄

2 are the numbers
of tt̄ events with one and two b-tagged jets. Values of
C

b

greater than one correspond to a positive correlation,

ATLAS

CMS

Super clean  
top-pair events!

ref. CMS JHEP 02 (2014) 024

ref. ATLAS arXiv:1406.5375

σ(7 TeV) = 182.9 ±3.1(stat.) ±6.4(syst.) pb
σ(8 TeV) = 242.4 ±1.7(stat.) ±10.2(syst.) pb

Precision 3.5~4.0%
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Excellent agreement for theoretical predictions and experimental measurements

Experimental precisions 
already reach ~4%, 
comparable to the precision 
of NNLO+NNLL theoretical 
calculations ~5%

Tevatron

LHC measurements 
achieved better precision 
than Tevatron; already 
dominated by systematic 
uncertainties! 
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dσi

dX
=

Nunfold
i

L ·B ·∆Xi
. (1)

The unfolded number of signal events Nunfold
i is corrected

for the branching fraction B into the ℓ+jets decay chan-
nel of 0.342 ± 0.02 [47] and used to obtain the cross
section for the total integrated luminosity L that cor-
responds to the selection requirements, including data

quality. The branching fraction used in Eq. 1 includes
electrons and muons originating from the decay of τ lep-
tons. The number of expected background events are
estimated through MC and data-driven methods and is
subtracted from data to determine Nunfold

i . The num-
bers of background-subtracted events are corrected for
effects from limited detector resolution and efficiency by
means of the regularized matrix unfolding as discussed
in Sec. V. By using this procedure the data are corrected

10

CMS

D∅

ref. D0 FERMILAB-PUB-14-012-E

⬅ Not so obvious from the Tevatron data
     (although CMS has >30 times statistics)

↔shift?



22

0 100 200 300 400 500 600 700 800

-1
G

eV
 t T

dpσd  
σ1

-410

-310

Data
NLO QCD

ATLAS
-1 L dt = 4.6 fb∫

 = 7 TeVs

 [GeV]
T
tp

0 100 200 300 400 500 600 700 800

Da
ta

NL
O

0.5

1

1.5

(a)

0 500 1000 1500 2000 2500

-1
G

eV
 tt

dm
σd  

σ1

-510

-410

-310

Data
NLO QCD

ATLAS
-1 L dt = 4.6 fb∫

 = 7 TeVs

 [GeV]ttm
0 500 1000 1500 2000 2500

Da
ta

NL
O

0.5

1

1.5

(b)

0 100 200 300 400 500 600 700 800 900 1000

-1
G

eV
 Ttt

dpσd  
σ1

-510

-410

-310

-210 Data
NLO QCD

ATLAS
-1 L dt = 4.6 fb∫

 = 7 TeVs

 [GeV]
T
ttp

0 100 200 300 400 500 600 700 800 900 1000

Da
ta

NL
O

0.5

1

1.5

(c)

0 0.5 1 1.5 2 2.5

| tt
d|

yσd  
σ1

-110

1

Data
NLO QCD

ATLAS
-1 L dt = 4.6 fb∫

 = 7 TeVs

|
tt

|y
0 0.5 1 1.5 2 2.5

Da
ta

NL
O

0.5

1

1.5

(d)

FIG. 9. (Color online) Normalized differential cross-sections for the (a) transverse momentum of the hadronically decaying
top-quark (ptT), and the (b) mass (mtt̄), (c) transverse momentum (ptt̄T) and the (d) absolute value of the rapidity (|ytt̄|) of the tt̄
system. The distributions are compared to NLO QCD predictions (based on MCFM [68] with the CT10 PDF). The bin ranges
along the horizontal axis (and not the position of the markers) can be associated with the normalized differential cross-section
values along the vertical axis. The error bars correspond to the PDF and fixed scale uncertainties in the theoretical prediction.
The gray bands indicate the total uncertainty on the data in each bin. The lower part of each figure shows the ratio of the
NLO QCD predictions to data. The cross-section in each bin is given as the integral of the differential cross-section over the
bin width, divided by the bin width. The calculation of the cross-sections in the last bins includes events falling outside of the
bin edges, and the normalization is done within the quoted bin width.
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CMS ≈ ATLAS ≉ TH

Possible explanations/issues:
 - Gluon density at large-x? 
 - Electroweak corrections? 
 - Other higher order effects?
 - Hadronization?

⬅ Data

⬅ Predictions

ref. ATLAS arXiv:1407.0371

This data⇔TH inconsistency at  
higher pT has been observed by  
both CMS and ATLAS.

low pT is roughly fit.
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Figure 7. The tt̄ cross-section as a function of the jet multiplicity for the average of the electron
and muon channels for the jet p

T

thresholds (a) 25, (b) 40, (c) 60, and (d) 80 GeV. The data
are shown in comparison to the ALPGEN+PYTHIA, ALPGEN+PYTHIA ISR/FSR variations
and ALPGEN+HERWIG. The data points and their corresponding total statistical and systematic
uncertainties added in quadrature is shown as a shaded band. The MC predictions are shown with
their statistical uncertainty.
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Measuring additional jets multiplicity and other parameters can be 
used in the tuning of parton radiations used in the generator:
- Renormalisation and factorization scale.
- Jet matching (ME-PS matching) threshold in MadGraph.

12 7 Normalised differential cross section as a function of the additional jet multiplicity
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Figure 3: Normalised differential tt production cross section as a function of jet multiplicity for
jets with pT > 35 GeV in the `+jets channel. The measurement is compared to predictions from
MADGRAPH+PYTHIA, POWHEG+PYTHIA, and MC@NLO+HERWIG (left), as well as from MAD-
GRAPH with varied renormalisation and factorisation scales, and jet-parton matching threshold
(right). The inner (outer) error bars indicate the statistical (combined statistical and systematic)
uncertainty.

described in Sect. 6 but with pT > 30 GeV, are counted as additional jets if their distance to
the tt decay products is larger than DR = 0.5. The simulated tt events are classified into three
categories according to the number of additional jets: tt + 0, tt +1, and tt +�2 additional jets,
based on the particle-level information. Figure 4 illustrates the contributions of tt events with
0, 1, and �2 additional jets to the number of reconstructed jets in the simulation.
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Figure 4: Jet multiplicity distribution in simulated tt events in the `+jets channel. The splitting
into three categories, defined by the compatibility of the selected particle level jets with the tt
decay partons is also shown (cf. Sect. 7).

A full event reconstruction of the tt system is performed in order to create a variable sensitive to

Data is well-described –
Variations on MadGraph 

parameters used as 
systematics for parton 

radiations. 

additional jets
additional jets

ref. 
CMS arXiv:1404.3171
ATLAS arXiv:1407.0891

ATLAS CMS
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Top quark decays before its hadronization; 
one can measure the invariant mass of 
decay products, reflecting the narrow 
resonance of top itself.
Methods:
- Full reconstruction of invariant mass – 

the most powerful method.
- Partial reconstruction by fitting 

variables which are correlated to Mtop 
(eg. lepton pT end-point) – less powerful, 
but with different systematics.

- Indirect probing, e.g. through the cross-
section, B-hadron lifetime, etc.

Direct 
Measurement

Indirect 
Measurement
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Matrix element (D∅):  
leading order matrix element to  
calculate event probability density. 
Ideogram (CMS): kinematic fit to reconstruct Mtop; likelihood function 
is used to test compatibility of kinematics with top decay hypothesis 
with every good permutation:
- Adopt a 2D fit to Mtop and jet energy scaling factor (JSF) with W-

mass constraint.
Template method (ATLAS): Use MC template with different Mtop 
input and maximize the consistency of data:
- 2D fit to extract Mtop, JSF with MW constraint. 
- 3D fit to extract Mtop, JSF and b-jet scaling factor.

] ]Mtop

MW

JSFFull reconstruction of 
the event kinematics!
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Figure 1: (a): Input measurements and result of their combination (see also Table 3), compared with the
Tevatron and LHC combined mtop values [6, 7]. With respect to Ref. [6] only a partial set of Tevatron mtop
measurements is used in the world combination (see Section 4). For each measurement, the total uncertainty,
the statistical and the iJES contributions (when applicable), as well as the sum of the remaining uncertainties
are reported separately. The iJES contribution is statistical in nature and applies only to analyses performing in
situ (tt̄) jet energy calibration procedures. The grey vertical band reflect the total uncertainty on the combined
mtop value. Panels (b) and (c) show, respectively, the BLUE combination coe�cients and pulls of the input
measurements. 14
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Consistency between 
measurements are 
excellent.

ref. ATLAS, CDF, CMS, D0, arXiv:1403.4427

Mtop = 173.34 ± 0.27 (stat.) ± 0.71 (syst.)
Precision ~0.44%

#σ
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FIG. 2: (color online) (a) Invariant mass of the jet pair
matched to one of the W bosons. (b) Invariant mass of the
tt̄ system. In the ratio of data to SM prediction, the total
systematic uncertainty is shown as a shaded band.

signal fraction.
Systematic uncertainties are evaluated using PEs con-

structed from fully simulated events and including back-
ground contributions for three categories: modeling of
signal and background events, uncertainties in the simu-
lation of the detector response, and uncertainties associ-
ated with procedures used and assumptions made in the
analysis. Contributions from these sources are listed in
Table I.

The first four sources of systematic uncertainty in Ta-
ble I are evaluated for mgen

t = 172.5 GeV by compar-
ing results for mt using different signal models. All
other systematic uncertainties are evaluated by rederiv-
ing the calibration with simulations reflecting an alter-
native model, and applying the alternative calibration
to data. The statistical components of systematic uncer-
tainties are ≈ 0.05 GeV for the former and ≈ 0.01 GeV for
the latter sources of systematic uncertainty. The statis-
tical components are never larger than the net difference
between the default and alternative models for any of the
sources of systematic uncertainty. One-sided sources of
systematic uncertainties are taken as symmetric in both
directions in the total quadrature sum.

We refine the evaluation procedure for several sources
of systematic uncertainty compared to Ref. [12] as de-
scribed below. Details on other, typically smaller, sources
of systematic uncertainty can be found in Ref. [12]. The
uncertainty due to the modeling of initial and final state
radiation is constrained from Drell-Yan events [34]. As
indicated by these studies, we change the amount of ra-
diation via the renormalization scale parameter for the
matching scale in alpgen interfaced to pythia [35] up
and down by a factor of 1.5. In addition, we reweight
tt̄ simulations in pT of the tt̄ system (ptt̄T) to match
data, and combine the two effects in quadrature. The
uncertainty originating from the choice of a model for
hadronization and underlying event (UE) is evaluated by
comparing events simulated with alpgen interfaced to
either pythia or herwig [36]. The JES calibration is
derived using pythia with a modified tune A [13], and is
expected to be valid for this configuration only. Applying

Source of uncertainty Effect on mt (GeV)
Signal and background modeling:
Higher order corrections +0.15
Initial/final state radiation ±0.09
Hadronization and UE +0.26
Color reconnection +0.10
Multiple pp̄ interactions −0.06
Heavy flavor scale factor ±0.06
b-jet modeling +0.09
PDF uncertainty ±0.11

Detector modeling:
Residual jet energy scale ±0.21
Flavor-dependent response to jets ±0.16
b tagging ±0.10
Trigger ±0.01
Lepton momentum scale ±0.01
Jet energy resolution ±0.07
Jet ID efficiency −0.01

Method:
Modeling of multijet events +0.04
Signal fraction ±0.08
MC calibration ±0.07

Total systematic uncertainty ±0.49
Total statistical uncertainty ±0.58
Total uncertainty ±0.76

TABLE I: Summary of uncertainties on the measured top
quark mass. The signs indicate the direction of the change in
mt when replacing the default by the alternative model.

it to events that use herwig for evolving partons showers
can lead to a sizable effect on mt. However, this effect
would not be present if the JES calibration were based on
herwig. To avoid such double-counting of uncertainty
sources, we evaluate the uncertainty from hadronization
and UE by considering as x⃗ the momenta of particle level
jets matched in (η,φ) space to reconstructed jets. In this
evaluation, we reweight our default tt̄ simulations in ptt̄T to
match alpgen interfaced to herwig. A potential effect
of color reconnection (CR) on mt is evaluated by compar-
ing alpgen events interfaced to pythia with the Perugia
2011NOCR and Perugia 2011 tunes [37], where the latter
includes an explicit CR model. The residual jet energy
scale uncertainty from a potential dependence of the JES
on (pT, η) is estimated by changing the jet momenta as a
function of (pT, η) by the upper limits of JES uncertainty,
the lower limits of JES uncertainty, and a linear fit within
the limits of JES uncertainty. The maximum excursion in
mt is quoted as systematic uncertainty. Dedicated cal-
ibrations to account for the flavour-dependent response
to jets originating from a gluon, a b quark and u, d, c,
or s quarks are now an integral part of the JES correc-
tion [13], and the uncertainty on mt from these calibra-
tions is evaluated by changing them within their respec-
tive uncertainties. This systematic uncertainty accounts
for the difference in detector response to b- and light-
quark jets. To evaluate the uncertainty from modeling
of b tagging, differential corrections in (pT, η) to ensure
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ref. D0 arXiv:1405.1756 

Mtop = 174.98 ±0.58(stat.) ±0.49(syst.)

Precision ~0.43%

LEP+JETS
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World Combination March 2014

Some mild tensions (1.5~3.0σ) between 
the March 2014 world average and the 
most recent D∅ and CMS 
measurements, depending on 
systematic uncertainty treatments.

These recent measurements are almost 
at the same precision as the 2014 march 
average.
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Table 5. Fiducial cross-section measurement results at
p
s = 7TeV and

p
s = 8TeV, for di↵erent requirements on the minimum

lepton p
T

and maximum lepton |⌘|, and with or without the inclusion of leptons from W ! ⌧ ! ` decays. In each case, the
first uncertainty is statistical, the second due to analysis systematic e↵ects, the third due to the integrated luminosity and the
fourth due to the LHC beam energy.

p`
T

(GeV) |⌘`| W ! ⌧ ! `
p
s = 7TeV (pb)

p
s = 8TeV (pb)

> 25 < 2.5 yes 2.615± 0.044± 0.056± 0.052± 0.047 3.448± 0.025± 0.069± 0.107± 0.059
> 25 < 2.5 no 2.305± 0.039± 0.049± 0.046± 0.041 3.036± 0.022± 0.061± 0.094± 0.052
> 30 < 2.4 yes 2.029± 0.034± 0.043± 0.040± 0.036 2.662± 0.019± 0.054± 0.083± 0.046
> 30 < 2.4 no 1.817± 0.031± 0.039± 0.036± 0.033 2.380± 0.017± 0.048± 0.074± 0.041
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Fig. 7. Predicted NNLO+NNLL tt̄ production cross-sections
at

p
s = 7TeV and

p
s = 8TeV as a function of mpole

t , show-
ing the central values and total uncertainty bands with several
PDF sets. The yellow band shows the QCD scale uncertainty.
The measurements of �t¯t are also shown, with their depen-
dence on the assumed value of mt through acceptance and
background corrections parameterised using Eq. (2).

mass mpole
t

:

L(mpole
t

) = (3)Z
G(�0

tt̄

|�
tt̄

(mpole
t

), ⇢exp) ·G(�0
tt̄

|�theo
tt̄

(mpole
t

), ⇢±theo )d�
0
tt̄

.

Here, G(x|µ, ⇢) represents a Gaussian probability density
in the variable x with mean µ and standard deviation
⇢. The first Gaussian term represents the experimental
measurement �

tt̄

with its dependence on mpole
t

and un-
certainty ⇢exp, and the second Gaussian term represents
the theoretical prediction given by Eq. (2) with its asym-
metric uncertainty ⇢±theo from PDFs, ↵s and QCD scale
choices as discussed in Sect. 2. The likelihood in Eq. (3)
was maximised separately for each PDF set and centre-
of-mass energy to give the mpole

t

values shown in Table 6.
The theoretical contributions to the total uncertainty are
slightly larger than the experimental uncertainties from
the measurement of �

tt̄

; the latter are about 1.4GeV atp
s = 7TeV and 1.6GeV at

p
s = 8TeV. A single mpole

t

value was derived for each centre-of-mass energy by defin-

Table 6. Measurements of the top quark pole mass deter-
mined from the tt̄ cross-section measurements at

p
s = 7TeV

and
p
s = 8TeV using various PDF sets.

mpole

t (GeV) from �t¯t

PDF
p
s = 7TeV

p
s = 8TeV

CT10 NNLO 171.4± 2.6 174.1± 2.6
MSTW 68% NNLO 171.2± 2.4 174.0± 2.5
NNPDF2.3 5f FFN 171.3+2.2

�2.3 174.2± 2.4

ing an asymmetric Gaussian theoretical probability den-
sity in Eq. (3) with mean equal to the CT10 prediction,
and a ±1 standard deviation uncertainty envelope which
encompasses the ±1 standard deviation uncertainties from
each PDF set following the PDF4LHC prescription [4],
giving:

mpole
t

= 171.4± 2.6 GeV (
p
s = 7TeV) and

mpole
t

= 174.1± 2.6 GeV (
p
s = 8TeV).

Considering only uncorrelated experimental uncertainties,
the two values are consistent at the level of 1.7 stan-
dard deviations. The top pole mass was also extracted
using a frequentist approach, evaluating the likelihood for
each mpole

t

value as the Gaussian compatibility between
the theoretically predicted and experimentally measured
values, and fixing the theory uncertainties to those at
mpole

t

= 172.5GeV. The results di↵er from those of the
Bayesian approach by at most 0.2GeV.

Finally, mpole
t

was extracted from the combined
p
s =

7TeV and
p
s = 8TeV dataset using the product of likeli-

hoods (Eq. (3)) for each centre-of-mass energy and ac-
counting for correlations via nuisance parameters. The
same set of experimental uncertainties was considered cor-
related as for the cross-section ratio measurement, and
the uncertainty on �theo

tt̄

was considered fully correlated
between the two datasets. The resulting value using the
envelope of all three considered PDF sets is

mpole
t

= 172.9+2.5
�2.6 GeV

and has only a slightly smaller uncertainty than the in-
dividual results at each centre-of-mass energy, due to the
large correlations, particularly for the theoretical predic-
tions. The results are shown in Fig. 8, together with previ-
ous determinations using similar techniques from D0 [57]

OTHER APPROACHES
Extract the pole mass from inclusive production cross section.
Fit to the kinematic distribution and extract the mass from end-point
- Different systematics, no Monte Carlo calibration used.
B-hadron lifetime from top events, which is linear dependent on Mtop:
- No jet reconstruction; but limited by top pT model.

Mtop dependence (–0.28%/GeV) of  
the cross section measurement

ref. ATLAS arXiv:1406.5375

NNLO+NNLL predictions 
for various PDFs

Mt (7 TeV) = 171.4 ± 2.6 GeV
Mt (8 TeV) = 174.1 ± 2.6 GeV

Extract well-defined pole mass:
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TOWARD THE FUTURE
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 Present  -1 30 fb

 13 TeV 
 -1 300 fb

 14 TeV 
 -1 3000 fb

 14 TeV

CMS preliminary projection Std. meth. Endpoints
ψJ/ xyL

- Standard (full reconstruction) method 
may reach ~0.2 GeV experimental 
precision, if the understanding of 
radiation, jet fragmentation, non-
perturbative QCD effects, etc. can be 
improved.

- Alternative methods may already 
reach sub-GeV precision with 300 fb-1.

30  $b–1 300  $b–1 3000 fb–1

Standard met. 0.62 0.44 0.2
end-point met. 1.1 0.6 0.5
J/ψ method 1.8 0.8 0.6
Lxy method 1.3 0.6 0.4

Expected precision on top mass (GeV)

CMS HL-LHC projection

ref. CMS-PAS-FTR-13-017
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Single top-quark production via electroweak charged current 
processes. Many measurements can be carried out:
- Cross sections, polarization, Vtb, etc. 
- Sensitive to many new physics models, e.g. W’, charged Higgs.
Background to many searches (SUSY, etc.)

t-channel

s-channel

tW-channel

t-‐ch. tW-‐ch. s-ch. ttbar
Tevatron 2.08 0.25 1.05 7.08

LHC 7 TeV 64.6 15.6 4.59 172
LHC 8 TeV 87.2 22.2 5.55 249

Production cross sections (pb)

t-channel is the dominant process;
At LHC tW-channel is favored,
but s-channel is challenge. 
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with respect to the lepton charge in the case of the inclusive top-quark cross section
fit, and separately for positively and negatively charged leptons in the case of the
single t and t cross section fit. The diboson contribution is then taken from simula-
tion. The two contributions are summed together and the total yield NEW is derived
by the fit. To take into account the prior knowledge of the normalisation obtained
from the sideband a Gaussian constraint is applied to NEW in the fit, i.e. the likeli-
hood function is further multiplied by a Gaussian function of NEW. The mean value
of this function is taken from the procedure previously described in this paragraph,
while the standard deviation is taken equal to the difference between the data-based
yield of W/Z+jets and the expectation from simulation in the sideband region. For
the single t and t cross section ratio fit, the NEW are fitted separately for positively
and negatively charged leptons.

• Top quark component: tt, tW and s-channel: Pt is taken from the data-based pro-
cedure described in section 5, to which the single-top-quark tW and s-channel pro-
cesses are added with a normalisation factor taken from simulation. This contribu-
tion is separated by lepton flavour and charge assuming charge symmetry of tt and
tW events. The s-channel charge ratio is fixed to the SM prediction. The yield Nt is
then fitted with a Gaussian constraint, centred on the value obtained from simula-
tion and with a variation of ±10%, which is chosen to cover both experimental and
theoretical uncertainties on the tt cross section.

• QCD multijet: PMJ is taken from the QCD multijet enriched sample defined in sec-
tion 5, adding an extra requirement on the angular distance of the lepton and the
jets, DR(`, j) > 0.3. The yield is fixed to the results of the mT and ET/ fit.

The fit strategy driving this parametrisation is focused on constraining from data the W/Z+jets
and tt backgrounds. In the particular case of the single t and t cross section fit, the event ratio
of positively and negatively charged W bosons is constrained as well. The cross sections are
extracted using the detector acceptance derived from the simulated signal sample. The total
cross section measurement from the inclusive analysis is more precise than the one inferred
from the separate-by-charge fit, due to the additional uncertainty from the W charged ratio,
which is extracted from data. The |hj0 | distributions for the muon and electron decay channels
obtained by normalising the contribution of each process to the value of the inclusive cross
section and t and t cross section ratio fits are shown in figures 8 and 9, respectively. An
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Figure 8: Fitted |hj0 | distributions for muon (left) and electron (right) decay channels, nor-
malised to the yields obtained from the combined total cross section fit. Systematic uncertainty
bands include the shape uncertainties on the distributions.

indication of the validity of the fit extraction procedure comes from the study of characteristic
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⬅ light-quark jet (forward) ⬅ ηf

⬅ high pT b-jet (central)

⬅ isolated charged lepton (e & μ)

⬅ missing energy

⬅ low pT b-jet, not always visible.

] ]Mtop
MW

ref. CMS arXiv:1403.7366

σt-ch = 83.6 ± 2.3 (stat.) ± 7.4 (syst.) pb

σt-ch(top) = 53.8 ± 1.5 (stat.) ± 4.4 (syst.) pb
σt-ch(anti-top) = 27.6 ± 1.3 (stat.) ± 3.7 (syst.) pb

Fit to forward jet η distribution:
Inclusive single top @ LHC 8 TeV by CMS:

top & anti-top (which are different at LHC!):

⇒ Rt-ch = 1.95 ± 0.10 (stat.) ± 0.19 (syst.)

Select e/μ+2jets, 
missing energy  
one b-tagged

T-CHANNEL SINGLE TOP
Event  

Signature

Precision ~9.3%
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T-CHANNEL SINGLE TOP
ATLAS performed a “fiducial” cross section measurement, which 
measures the cross section only in the visible phase space, 
minimize dependence on theoretical models.
Single extraction via a likelihood fit to a neural network (NN) 
discriminant based on kinematic variables. 

ref. ATLAS-CONF-2014-007
� =

1

✏
fid

�
fid

=
1

✏
fid

✓
✏sel
corr

✏fid
corr

N
sig

L

◆

⬆ 
Can be corrected with different  

MC model afterwards.

fiducial
  

cross
 secti

on

σfid = 3.37±0.05(stat.)±0.47(syst.)±0.09(lumi.) pb

σt-ch = 82.6±1.2(stat.)±11.4(syst.)±2.3(lumi.)±3.1(PDF) pb
Precision ~14%

Scaled with aMC@NLO+Herwig ⬇
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W-ASSOCIATED 
PRODUCTION

4
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Figure 1: The number of loose jets in the event and the pT of the system (psys
T ) composed of

the jet, leptons, and Emiss
T , in the signal region (1j1t) for all final states combined. Shown are

data (points) and simulation (histogram). The hatched band represents the combined effect of
all sources of systematic uncertainty.
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Figure 2: The BDT discriminant, in the signal region (1j1t) and control regions (2j1t and 2j2t)
for all final states combined. Shown are data (points) and simulation (histogram). The hatched
band represents the combined effect of all sources of systematic uncertainty.

The cross section is 
negligibly small at Tevatron. 
Signature: almost top-pair 
with 1 b-jet missing. Large 
background from top pair.

ATLAS

CMS

CMS 8 TeV: σtW = 23.4 ± 5.5 pb [6.1σ]
ATLAS 8 TeV: σtW = 27.2 ± 2.8 ± 5.4 pb [4.2σ]

Analyses are carried out with dilepton 
final state + boosted decision tree 
(BDT) for background suppression. 
First observation (>5σ) with 8 TeV data:

ref. ATLAS-CONF-2013-100

ref. CMS PRL 112, 231802 (2014)



25

SUMMARY OF SINGLE TOP

 [TeV]s
2 3 4 5 6 7 8 9 10 11 12 13 14

 [p
b]

σ

-210

-110

1

10

210

Approx. NNLO Kidonakis, PRD 83, 091503 (2011)
CMS, JHEP12(2012) 035
CMS, JHEP06(2014) 090
Approx. NNLO Kidonakis, PRD 82, 054018 (2010)
CMS, Phys.Rev.Lett 110, 022003 (2013)
CMS, Phys.Rev.Lett.112, 231802 (2014)
Approx. NNLO Kidonakis, PRD 81, 054028 (2010)
CMS, PAS-TOP-13-009 (FC interval)

CMS Preliminary
Single top-quark production

t-channel

tW

s-channel

t- and tW-channel have been observed and the measured cross 
sections are in good agreement with TH predictions. 
The upper limits for s-channel have been evaluated. 
The charge asymmetry (top and anti-top) has been measured, can 
be used to constrain the PDF models. 
Determination of |Vtb| ⇒ next slide.

ATLAS CMS
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PROBING Vtb

|   
tb

|V
0.4 0.6 0.8 1 1.2 1.4 1.6

0

1

2
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9

10

ATLAS tW-ch 7 TeV -0.19
+0.161.03

ATLAS tW-ch 8 TeV 0.03(th)±1.02(exp)±1.00

ATLAS t-ch 7 TeV -0.13
+0.141.13

ATLAS t-ch 8 TeV (th)
-0.01
+0.020.09(exp)±0.97

CMS tW-ch 7 TeV (th)
-0.040
+0.030(exp)-0.130

+0.1601.010

CMS tW-ch 8 TeV 0.040(th)±0.120(exp)±1.030

CMS t-ch 7 TeV 0.017(th)±0.046(exp)±1.020

CMS t-ch 8 TeV 0.016(th)±0.045(exp)±0.979

CMS t-ch combined 0.016(th)±0.038(exp)±0.998

The absolute value of the CKM element |Vtb| can be  
determined with single top cross sections if
- |Vtb|>>|Vtd|, |Vts|
- Anomalous form factor fLV = 1 (sure SM)

Dominated by experimental 
uncertainty at this moment!
Expecting to be improved in 
the future.

Precision reaches 4~5%!

|fLV •･ Vtb|2 = σexp/σth 
where σth is the prediction 
with |Vtb|=1. 
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TOP QUARK DECAY
Top branching fraction to bW: 
 
 
can be measured by counting # of b-jets from the top pair events.  

R =
B(t ! bW )

B(t ! qW )
=

|Vtb|2

|Vtb|2 + |Vts|2 + |Vtd|2

8 6 Probing the heavy-flavour content

Figure 2 shows the number of b-tagged jets in the selected dilepton data sample, compared
to the expectations from simulation. The multiplicity is shown separately for each dilepton
channel and jet multiplicity. The expected event yields are corrected after the PLR fit for the
signal strength (described in the previous section) and also incorporate the data-to-simulation
scale factors for #b and #q. Data and simulation agree within 5%. The residual differences can be
related to the different number of jets selected from top-quark decays in data and simulation,
and the modelling of gluon-radiative processes (ISR/FSR).

b-tagged jet multiplicity
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Figure 2: The upper plot shows the number of b-tagged jets per event for the different tt dilep-
ton channels. For each final state, separate subsets are shown corresponding to events with
two, three, or four jets. The simulated tt and single-top-quark events correspond to a scenario
with R = 1. The lower panel shows the ratio of the data to the expectations. The shaded
bands represent the uncertainty owing to the finite size of the simulation samples, the main
background contribution (DY), and the integrated luminosity.

6.1 Jet misassignment

There is a non-negligible probability that at least one jet from a tt decay is missed, either be-
cause it falls outside of the detector acceptance or is not reconstructed, and another jet from a
radiative process is chosen instead. In the following discussion, this is referred to as a “misas-
signed jet”. Conversely, jets that come from a top-quark decay will be referred to as “correctly
assigned”. The rate of correct jet assignments is estimated from the data using a combination
of three different categories:

• events with no jets selected from top-quark decays, which also includes background
events with no top quarks;

• events with only one jet from a top-quark decay, which includes some tt events and
single-top-quark events (mainly produced through the tW channel);

• events with two jets produced from the two top-quark decays.

In order to avoid model uncertainties, the number of selected jets from top-quark decays is
derived from the lepton-jet invariant-mass (M`j) distribution, reconstructed by pairing each

R
D0 0.90 ± 0.04

CDF 0.871 ± 0.045 ± 0.058
CMS 1.014 ± 0.003 ± 0.032

ref. CMS arXiv:1404.2292

Tevatron measurements 
are on the lower side; 
recent CMS result is very 
close to 1.

Approach Vtb with  
high precision! 
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TOP FCNC DECAY

4

requirements are obtained from MC. The overall contribution from WZ plus ZZ and Drell–Yan
backgrounds is estimated to be 1.4 ± 0.1 (stat.) ± 0.3 (syst.) events. The expected yield from
ttW, ttZ, tbZ, and tt backgrounds is 1.7 ± 0.8 (stat.) ± 0.4 (syst.) events. The uncertainty of the
b-tagging efficiency, measured in control data samples, and the uncertainty on the top-quark
mass requirement, estimated with MC simulation, contribute to the systematic uncertainty.
The estimated background yields are summarized in Table 2 and show a good agreement with
those obtained from MC simulation. The background estimations from data are used for the
final results.
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Figure 2: Comparison between data and simulated events of the mZj (left), mWb (middle), and
2D scatter (right) distributions after the event selection prior to the top-quark mass require-
ments, which are shown as the dotted vertical lines (left, middle) and box (right). The data,
corresponding to an integrated luminosity of 19.7 fb�1, are represented by the points with er-
ror bars and the open histogram is the expected signal. The stacked solid histograms represent
the dominant backgrounds. The statistical uncertainties are not drawn. The last bin in each of
the left two plots contains all the overflow events.

Table 2: Expected number of signal t ! Zq events, background composition, and observed
events corresponding to an integrated luminosity of 19.7 fb�1 for all dilepton channels; back-
ground estimates included. The uncertainties in the background estimation include the statis-
tical and systematic components shown separately, in that order.

Process Estimation from data MC prediction
t ! Zq (B = 0.1%) — 6.4 ± 0.1 ± 1.3
WZ

1.4 ± 0.1 ± 0.3
0.9 ± 0.1 ± 0.3

ZZ < 0.1
Drell–Yan < 0.1
tt

1.7 ± 0.8 ± 0.4

0.7+1.1
�0.4 ± 1.2

ttZ 1.1 ± 0.1 ± 0.8
ttW 0.1 ± 0.1 ± 0.1
tbZ 0.3 ± 0.1 ± 0.2
Total background 3.1 ± 0.8 ± 0.8 3.2 ± 1.2 ± 1.5
Observed events 1 —

To calculate the expected upper limits, the systematic uncertainties from the dilepton trigger
efficiency, lepton selection efficiency [28], pileup modeling [34], b-jet tagging efficiency [33],
jet energy scale and missing transverse energy resolution [35] are included, with the b-jet tag-
ging efficiency being the dominant one for the background estimation. Additionally, several
sources of uncertainties in the signal yield are evaluated: the choice of PDFs, generator param-
eters, and uncertainty in the tt cross section. The major contributions come from the PDFs and

Top decaying to qZ or qγ  
is highly suppressed in SM: ~O(10–14).
New physics (e.g. SUSY, Technic color) 
might enter the loop and enlarge the rate 
to “detectable level”.
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Channel Best  limit  @  95%
BR(t→ug) < 0.0031% (ATLAS)
BR(t→cg) < 0.016% (ATLAS)
BR(t→qZ) <0.05% (CMS)
BR(t→uγ) < 0.016% (CMS)
BR(t→cγ) <0.18% (CMS)

Best limit for each channel so for:

Ref.
CMS PRL 112 (2014) 171802
ATLAS JHEP 1209 (2012) 139
ATLAS PLB 712 (2012) 351 
CMS TOP-14-003
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TOP FCNC DECAY
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  ⬅ Summary of all current  
  FCNC measurements.

LHC improved the limit by 1-2 
order of magnitudes already.  
Further improvement is expected 
for the future, e.g.:

Ref. CMS PAS FTR-13-016
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Top quark physics has reached excellent precisions ––
- Top pair production cross sections have been well measured with 

all possible decay channel. The best precision from a single 
measurement already reaches ~4% uncertainty. 

- Some tension between data and TH calculation shows in the top 
momentum distribution at LHC. New some more investigation 
from theoretical side. 

- The mass of top is measured to very precision, ~0.5% precision, 
which provides a strong constraint in the SM.

- Single top production processes have been all discovered, and the 
measurements already provide a good constraint on Vtb. 

After 20 years of top discovery, now the top quark has been 
detailed measured/tested. How to improve the systematic 

uncertainties is the crucial work in the near future!
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